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Now, the IQT equation of motion governing the reaction 
kinetics for the system considered here is the following: 

[ ] { }ρ∆
τ

ρρ ,M
k

,Hi
dt
d

B2
1

+−=


 (21) 

where the first term on the right governs the linear Hamiltonian 
dynamics of the state evolution and the second, the so-called 
dissipation term, the nonlinear non-Hamiltonian steepest-
entropy-ascent  dynamics. In this equation, τ is the internal-
relaxation time for the dissipation, { } the anti-commutator 
operator, kB Boltzmann’s constant, and MMM −=∆  the 
deviation from the mean of the non-equilibrium Massieu 
operator defined as 

HHSM θ−=  (22) 
where S and H are the entropy and Hamiltonian operators, 
respectively, and θH is a constant-energy, nonequilibrium 
temperature given in terms of the variance of the entropy and 
Hamiltoinan operators by 

( ) HSHHH ∆∆∆∆ρθ =  (23) 
The entropy operator S is expressed by one of two equivalent 
forms, namely, 

( ) ρρ lnln BkPkS bob −=+−=  (24) 
with oP  and B, respectively, the projection operators onto the 
range and the kernel of ρ . 

ONE-PARTICLE ENERGY EIGENVALUES 

It is assumed that the reacting mixture considered here 
behaves as a Gibbs-Dalton mixture of ideal gases. For that 
reason, the energy eigenvalues for translation, vibration, and 
rotation for the species involved are given by a set of closed-
form relations. For translation,  
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where tr
kε   is the one-particle translational energy eigenvalue; h 

Plank's constant; m the mass of the particle;  nx, ny and nz are 
the quantum numbers in the x, y and z directions, respectively; 
and Lx, Ly, and Lz the dimensions for the system volume in the 
x, y, and z directions, respectively.  

For vibration, the expression is 
( ) 2

2
1 ωε += vvvib

v  (26) 
where ν is the vibrational quantum number which takes values 
of ν=0,1,2, …, ω  is the vibrational frequency, and   Plank's 
modified constant. A wide range of wavenumbers from which 
ω  can be calculated are reported in the literature [21, 22]. In 
the present paper, the wavenumber values used are 4401 cm-1 
for H2 and 4000 cm-1 for FH.  

Finally, for rotation, the following expression is used: 
( )

2

2

2
1
r

JJrot
J

µ
ε

+
=  (27) 

where J  is the rotational quantum number that takes values of 
J=0,1,2, …, µ is the reduced mass, and r the distance between 
two atoms.  

 
NUMERICAL APPROACH 

For purposes of this paper and the preliminary comparisons 
given below, the system considered here initially consists of 1 

particle of F and 1 of H2 and is governed by the reaction 
mechanism of Eq. (1). The degrees of freedom for each of the 
molecules and atoms in the IQT model are given in Table 1.  

To apply the IQT equation of motion to this IQT model, the 
density operator for an initial non-equilibrium state is required. 
Such a state far from equilibrium is found by first finding the 
density operator or matrix peρ  for a partially canonical state   

Table 1. Quantum numbers considered for each of the molecules and 
atoms in the IQT model. 

Species Translational 
quantum nos. 

Vibrational 
quantum nos. 

Rotational 
quantum nos. 

F k=1,...,5   
H2 k=1,...,5 ν =0 J =0,1 
FH k=1,...,5 ν =0,1,2,3 J =0,1,...,7 
H k=1,...,5   

and then perturbing it. To determine peρ , the following set of 
equations for the occupation probabilities pe

jy  must be solved:  
( )
( )∑

=

−

−

=

1k

E
k

E
jpe

j k

j

e

e
y β

β

δ

δ
 (28) 

subject to the constraints 
( ) HEyHTr

j
j

pe
j

pe == ∑ρ  (29) 

( ) ( ) r,...,iNnyNTr
ii A

j
ij

pe
jA

pe 1=== ∑ρ  (30) 

The jE  in these equations are the system-level energy 
eigenvalues and the ( )

ijn
 

the system-level particle number 
eigenvalues for the ith species. The values for the jδ  for each 
reactant species are set to either 0 or 1. As long as at least one 
of the jδ  has a value of 0, Eq. (28) describes the occupation 
probabilities for the density operator or matrix of a partially 
canonical state. 

To find the initial non-equilibrium density operator or 
matrix, peρ is perturbed as follows: 

se
j

pe
j

j y

y
f λλ +−= 1  (31) 
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where λ is an arbitrary perturbation parameter constrained by 0 
< λ < 1 and the se

jy  are the occupation probabilities for the 
stable equilibrium density matrix given by 

∑
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Here T is the stable equilibrium temperature. 
Once the initial density operator or matrix is found, Eq. (21) 

is solved for the evolution in state of the system. This equation 
has been solved here using a forth order Runge–Kutta explicit 
scheme with the relative tolerance error set to 1e-5. 
 
RESULTS AND DISCUSSION 

Predicting the value of the entropy and the entropy 
generation at each instant of time are direct outcomes of the 
IQT framework since the 1st and 2nd laws of thermodynamics 
are explicitly built into the equation of motion. Figures 1 and 2 
show how both the entropy and the rate of entropy generation 
of the system evolve in time. A state of stable equilibrium is 
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reached when the entropy plateaus out. In addition, the peak in 
the rate of entropy generation occurs quite early in the process 
and then quickly decreases as stable equilibrium is approached.  

 
Figure 1. The instantaneous entropy of the reaction processing system.  

 
Figure 2. The instantaneous entropy generation during the reaction 
process. 

 
Figure 3. The expectation values of the particle number operator for 
each species. 

 
A key feature of the IQT framework is that it is able to 

dynamically predict the concentration of reactive species as the 
reaction evolves in time. Figure 3 shows how the reactive 
species are depleted and created throughout the entire reaction 
process. Indeed the availability of these instantaneous values 
for the species concentrations indicates that the reaction rate 
constant ( )Tk , which in the literature is usually referred to as 
the thermal rate constant1, may in fact not be a constant but 
rather a parameter changing in time. In Figure 3, the identical 
amounts for the reactants F and H2 as well as for the products 
H and FH is a direct consequence of the proportionality 
relations, Eq. (5), and the initial amounts chosen for the 
reactants and products.  

For the bimolecular reaction mechanism of Eq. (1), the net 
reaction rate as a function of time t is given by 

                                                           
1 In fact, this reaction rate constant is that for the forward reaction found at the 
start of the reaction when the backward reaction rate is negligible [22]. 

( ) ( ) ( )trtrtr bf −=  (34) 
( ) ( ) ( )[ ] ( )[ ] ( ) ( )[ ] ( )[ ]tHtFHT,tktHtFT,tktr bf −= 2  (35) 

where rf and rb are the forward and backward reaction rates, kf 
and kb the forward and backward reaction rate “constants”, and 
[A(t)] the concentrations of the various species. The reaction 
orders for the species F, H2, FH, and H coincide here with the 
stoichiometric coefficients for each species for this reaction 
mechanism although it is noted that this is not generally the 
case [23]. Based on the initial amounts of species chosen and 
the proportionality relations, it follows that the net reaction rate 
r for this reaction mechanism coincides with the expectation 
value of the rate of the reaction coordinate E  given by Eq. 
(20). Numerically, it can also be found by calculating the slope 
of the expectation value of the particle number operator of 
either one of the product species using a second order accurate 
finite difference scheme. Once known, Eq. (35) along with the 
zero rate condition at stable equilibrium and the assumption 
that the detailed balance condition holds also for the time-
dependent rate constants, i.e.,  

( )
( )

( )
( )

[ ] [ ]
[ ] [ ]sese

sese

seb

sef

b

f

HFH
HF

T,tk
T,tk

T,tk
T,tk 2==  (36) 

can be used to determine ( )Ttk f ,  and ( )T,tkb  at every instant 
of time along the entire kinetic path determined by the equation 
of motion.  

Figure 4 shows these instantaneous values as well as the 
equilibrium constant ( )TK  given by the ratio of fk  to bk for 
the case of a system expectation energy which corresponds at 
stable equilibrium to a temperature of 298 K. The instantaneous 
values for the corresponding net, forward, and backward 
reaction rates are seen in Figure 5. Clearly, as expected, the 
forward reaction dominates at the beginning of the reaction 
with the reverse reaction growing in importance as stable 
equilibrium is approached. Note that the time scale seen in 
these two figures and the previous ones is based on a value of τ 
in the equation of motion which has been fitted to the value of 
kf at 298 K reported in Heidner et al. [24] and shown in Table 
2. This table also includes the values of kf from Heidner et al. 
[24] for a number of other stable equilibrium temperatures as 
well as values for kf from a number of other researchers. 

 
Figure 4. The forward and reverse reaction rate constants as well as 
the equilibrium constant as a function of time for a system expectation 
energy, which at stable equilibrium corresponds to a temperature of 
298 K. 
 

For a value of τ based on the value for kf in Table 2 from 
Heidner et al. [24] corresponding to a stable equilibrium 
temperature of 700 K, a similar evolution of the reaction rate 
constants and reaction rates is given in Figures 6 and 7. The 
trends are the same as in Figures 4 and 5 with the forward 
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reaction dominating initially and the backward reaction 
growing in importance as stable equilibrium is approached. 
However, the reaction rate magnitudes are clearly much greater 
and the difference between the forward and backward reaction 
rate constants is significantly larger.  

 
Figure 5. The forward, reverse and net reaction rates for a system 
expectation energy, which at stable equilibrium corresponds to a 
temperature of 298 K. 

Table 2. Values of the forward reaction rate constant reported in the 
literature for the reaction mechanism of Eq. (1) [16]. 

kf(T)/10-11 (cm3/molecule-sec) 
T (K) WHa SBAb HBGMc RHPBd WTMe 

298 2.33 2.48 2.93 2.81 2.26 
350 2.89 3.14 3.94 3.35  
400   4.88 3.80  
450   5.76   
500   6.57   
600   8.01  5.68 
700   9.23   

aWurzberg and Houston [25]; bStevens, Brune, and Anderson [26]; cHeidner, 
Bott, Gardner, and Melzer [24]; dRosenman, Hochman-Kowal, Persky, and 
Baer [27]; eWang, Thompson and Miller [16] 

 
Figure 6. The forward and reverse reaction rate constants and the 
equilibrium constant as a function of time for a system expectation 
energy, which at stable equilibrium corresponds to a temperature of 
700 K. 

 
Although all the previous figures are referred to some stable 

equilibrium temperature, the use of such a temperature in the 
IQT simulations for the reaction kinetics of the reacting system 
is not required. In fact, it is a result and not an input to the 
model. Instead, it is the non-equilibrium temperature Hθ
defined by Eq. (23), which plays a role in the IQT simulations. 
As seen in Figure 8, this temperature evolves towards that at 
stable equilibrium for three different expectation energies, i.e., 
those corresponding to 298 K (blue curve), 500 K (red curve), 
and 700 K (green curve) at stable equilibrium. 

 
Figure 7. The forward, reverse and net reaction rates for a system 
expectation energy, which at stable equilibrium corresponds to a 
temperature of 700 K. 

 
Figure 8. Time evolution of Hθ  for system expectation energies 
corresponding to 298 K, 500 K, and 700 K at stable equilibrium. 

SOME FURTHER RESULTS 

A fundamental difference between the results for the 
reaction rate constant obtained by theories based on quantum 
mechanics to those based on classical mechanics is the 
divergence from linear behaviour at low temperatures as 
illustrated in Figure 9. For the system considered here and 
within the IQT framework, Figure 10 shows the behaviour of 
the forward reaction rate constant as a function of stable 
equilibrium temperature. Clearly, the deviation from linear 
behaviour at low temperatures seen in this figure provides 
confirmation that the predictions being made with IQT follow 
what would be expected from a quantum mechanically based 
model. Of course, additional validation of the IQT predictions 
is needed. In principle, it would be interesting to see if it is pos-
sible to identify a fixed, physically meaningful functional ( )ρτ  
such that (1) ( )T,tk f  and ( )T,tkb  as computed above from the 
assumption of the detailed balance result are effectively 
independent of time and (2) the reaction rates match the data of  

 
Figure 9. Depiction of the temperature dependence of the forward 
reaction rate constant with and without quantum mechanical effects 
taken into account. 
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Figure 10. Temperature dependence of the forward reaction rate 
constant for various stable equilibrium temperatures. 

Table 2 without the need for adjusting any parameter. This 
validation has not yet been done. Instead the values used for τ 
are those as mentioned earlier, which simply fit the values in 
column four of Table 2. Figure 15 is a plot of these values as a 
function of stable equilibrium temperature. The authors are 
presently working on a functional for τ, and Figure 11 provides 
a basis for understanding at least some part of the behaviour, 
which such a functional must reflect. Knowing the expected 
behaviour of τ should help in identifying a unique functional 
( )ρτ  capable of capturing the dynamics of the reaction without 

the use of adjustable parameters.   

 
Figure 11. Relaxation time constant for the various stable equilibrium 
temperatures found in Table 2. 

 
CONCLUSIONS 

The IQT framework provides a comprehensive and reason- 
able approach for predicting the chemical kinetics of small 
scale reactive systems that could become a valid alternative to 
conventional approaches. Because IQT unifies quantum 
mechanics and thermodynamics into a single theory with a 
single internally consistent kinematics and dynamics, the laws 
of both are automatically satisfied when modeling reactive or 
non-reactive systems at the atomistic level. The consequence is 
that unlike conventional methods that use hybrid approaches to 
try to predict details of the kinetics of a change in state, IQT 
holds the promise to provide a full set of thermodynamically 
consistent, time-dependent features of the chemical kinetics of 
an atomistic-scale, chemically reactive system.  

Finally, the preliminary data presented in this paper 
demonstrates that the predictions of IQT appear consistent with 
what the best conventional methods in the literature are able to 
predict. For very few particle systems and by considering a 
small set of energy levels the computational burden is not large 
at all.   
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EXTENDED ABSTRACT 
 

Kaolinite is a common 1:1 type clay mineral, consisted of layers which are built up from one tetrahedral silica sheet and one octahedral 
aluminium hydroxide sheet. The layers are held together by hydrogen bonds forming a distinct space between the layers and this causes the 
cleavage and softness of the mineral. The equilibrium basal spacing of kaolinite is around 0.72 nm. Depending upon the application, kaolinite is 
often modified from its natural state by physical or chemical treatments to enhance the properties of the material. Kaolinite can intercalate various 
molecules in their interlayer space. Strong polar molecules can expand the basal spacing by disturbing the intermolecular hydrogen bonds 
between the layers. The obtained mechanically stable complexes have well defined basal spacings. The separation of kaolinite layers by reactive 
guest molecules (e.g. dimethyl sulfoxide, urea, formamide, potassium acetate) has been studied both experimentally and theoretically. In this 
work, molecular simulations and X-ray diffraction experiments were used to investigate the properties of kaolinite/urea and kaolinite/potassium 
acetate complexes. Urea has the earliest practical application in synthesis of organocomplexes of kaolinite, and potassium acetate is the substance 
by which one of the largest basal spacings can be achieved in direct kaolinite intercalation. Molecular simulations are suitable tools to study the 
adsorption and intercalation of molecules in clays. In our simulations the kaolinite model was constructed according to its experimental crystal 
structure [1] using a recently published thermodynamically consistent force field (INTERFACE [2]) to describe its intramolecular and 
intermolecular interactions. The INTERFACE force field operates as an extension of common harmonic force fields (AMBER, CHARMM, 
GROMACS, OPLS, etc.) by employing the same functional form and combination rules to enable accurate simulations of inorganic-organic (as 
well as inorganic-biomolecular) interfaces. According to the literature [2], the INTERFACE force field performs well in comparison to 
experimental data and alternative force fields. The validity of the force field parameters has been tested for several materials, such as layered 
silicates and fcc metals. For the guest molecules standard force fields (CHARMM for urea and potassium acetate, and SPCE for water) were 
applied. The simulations were performed using the GROMACS [3] program suit. The basal spacings were determined by series of NpT (fixed 
number of molecules, constant pressure and temperature) Molecular Dynamics (MD) simulations.  

In control experiments, high-grade Zettlitz kaolin was used and a dry manual or a mechanical grinding technique was employed for 
intercalation. The basal spacings were determined by X-ray diffraction analysis based on the well-defined 001 reflections. 

We investigated the hypothetical loading vs. basal spacing diagrams obtained from the simulations for the kaolinite/guest molecule 
complexes: the results are in agreement with the expectations, the basal spacing increases with the content of the guest molecules. Stable regions 
were identified, where the calculated distance is almost constant in function of the intercalated molecule content. The Gibbs free energy for the 
simulated systems with kaolinite was also calculated, where possible, to locate more precisely the loading in the stable structures. The simulated 
basal spacing data for the kaolinite/urea and kaolinite/potassium acetate complexes are in good agreement with our experimental X-ray 
diffraction results and other experimental data available in the literature. From the two types of stable kaolinite/potassium acetate intercalate 
complexes identified in this study, the one with larger basal spacing is formed with incorporating water into the interlayer space (only this 
complex can be produced by the basic synthesis procedure in air atmosphere).  

The structure of interlayer molecules of the complexes was characterized by density profiles and molecular orientation distributions of the 
guest molecules obtained from simulation data. Our examinations validated the supposed (single- or double- layered) arrangements of guest 
molecules and revealed the character of the hydrogen bonds between the guest molecules and the layer surfaces. 
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EXTENDED ABSTRACT 
 

Miedema et al. [1] modified the OmpF ion channel by point mutation and changed the amino acids lining the pore so that a p-n junction was 
formed inside the channel. They showed with electrophysiological experiments that this channel shows rectification; the current at positive 
voltage is much smaller than at negative voltage. The goal of this work is to build models for the rectifying ion channel and study them with 
computer simulation methods thus trying to reproduce the phenomenon and to explain the mechanism behind it. In modelling, we used two 
limiting approaches. In one approach, we used an all-atom model based on the known crystal structure of the OmpF porin and on well-
established classical force fields and studied this model with the GROMACS molecular dynamics simulation package [2]. In this approach, we 
found selectivity, but we did not find rectification. Therefore, we also used a reduced model, in which we approached the problem from the other 
end; only the important degrees of freedom are built into this model. We model the ions and the charged protein side chains explicitly, while 
water, the rest of the protein, and the membrane is averaged into a dielectric background. We have studied this model with the Nernst-Planck 
transport equation coupled to the Local Equilibrium Monte Carlo method (NP+LEMC) [3]. In this model, we found clear rectification behavior. 
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ABSTRACT
It is well-known that, nano-mechanics should take into account not only physical phenomena occuring within the bulk but, first
of all, the physical phenomena appropriate for a surface of two materials contact. The huge volume density of internal surfaces as
well countours lines located within the nanomaterial results in our interest in, apart from classical form of mass, momentum and
entropy transport, those modes of transportation where a carrier of physical property follows a free path having of a dimension
greater than nanostructure characteristic dimension. The mode of transport dominated by mechanical, thermal and electrical slip
of carried bounding off walls (a surface of separation) is called usually in physics ”a ballistic mode”. In the paper the appropriate
Newtonian surface vis impressa responsible for the ballistic mode of transport is defined, classified and explained. We postulate
that generally surface vis impressa can be additivelly splited onto friction and mobility forces.

MOVING SHELL-LIKE CONTACT

We assume that the fluid-solid contact layer (denoted as
M+M−) can be treated as thin domain moving in a space with
a geometrical, migration velocity w. This shell-like domain di-
vides the continuum into a continuum A - that is a fluid under
consideration, and a continuum B which can be a free surface,
solid body or second fluid, as in Fig. 1. If both A and B are flu-
ids then it is the fluid-solid contact layer represents the moving
interfacial region, where physical properties change in a radical
manner. For instance in a thin transition layer between liquid
and vapor, the change of density is so noticeable, that it looks
like a jump throughout the layer thickness. Therefore, we as-
sume that in the layer we observe so-called ,,apparent” mate-
rial properties, quite different than in bulk continuum A and B.
Thus we define an excess of layer density ρs [kg m−2], the layer
particle velocity vs [m s−1], an excess of layer momentum den-
sity ρsvs, and a surface excess of momentum flux ps, [1; 6; 7;
20].

In general, this layer moves with the geometrical velocity w
that differs from material velocity vA in A, velocity vB in B,
and velocity vs inM+M−. In particular case, the velocity w
denotes the rate of changing a phase transition surface within
the fluid being at rest. Usually, the component wn normal to
moving middle surfaceM, differs from normal components of
vA, vB and vs. It practically means that there is also a mass
transport across the layer. Indeed, the geometrical velocity field
is not a priori known, and can be determined from a special evo-
lution equation, [1; 19]. If w = vs then the moving layer is ma-
terial, if w = vsIs +wnn the surface is semi-coherent (Fig. 1).
Navier and Stokes have assumed, that the surface layer den-
sity is equal to zero. Apparently, we want to determine the slip
velocity vs from an independent balance of the layer momen-
tum. In special cases however, it simplifies to the well-known
Cauchy balance of the boundary traction forces. For immiscible
liquids being in contact, the tangential components vsIs can be
approximately described to be 1

2 (vA + vB) Is. Quite similarly,

Figure 1. Outline of the fluid-soild contact layer

only in a special case is ρs = 1
2 (ρA + ρB)h, where h is a finite

thickness of the layer1.
We introduce a new concept of an ,,excess of momentum

flux” within the fluid-solid contact layer, which is described by
a surface symmetrical diade ps. It governs the momentum trans-
port within the layer, and therefore it has a tangential and nor-
mal components. We postulate the surface momentum flux in a
following form:

ps (ξ) = pαβaα ⊗ aβ + pnαn⊗ aα
+pαnaα ⊗ n + pnnn⊗ n , (1)

where ξα, α = 1,2 are a local surface curvilinear coordinates

1We are based on a general surface kinematics elaborated by [20]. The gen-
eral form of the surface balances of mass, momentum, angular momentum, en-
ergy, entropy, etc. is given by [16; 9; 21].
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on M, and aα, n (α = 1,2) are the base vectors on the mid-
dle surface of the layerM. Since the physical properties of the
layer are unknown a priori, they depend on the resulting appar-
ent properties in both continua A and B. For example, elastic
recoverable properties of ps depend on an actual shape of the
surfaceM. Many authors postulate, that due to strong induced
elasticity of the fluid layer, it changes from the elastic fluid (only
recoverable spherical deformations) into an elastic fluid with re-
coverable shape deformations [7]. Similarly, owing to induced
strong anisotropy, the internal viscosity of the fluid layer can be
described by four apparent viscosity coefficients, [3; 11].

Let us now recall a few mathematical relations required for
establishing of balance of the layer mass and momentum. At
first the Weatherburn surface fundamental diades can be intro-
duced, [17]:

Is = I− n⊗ n = gradsxs = aαβaα ⊗ aβ , (2)

IIs = −gradsn = bαβaα ⊗ aβ , (3)

which are called the first and second fundamental form of the
surfaceM. As far as the surface gradient acts also on the coor-
dinate dependent base aα, n, then the surface gradient of veloc-
ity is calculated to be:

gradsvs = (vαaα + vnn)⊗∇βaβ

=
(
vα|β − vnbαβ

)
aα ⊗ aβ

+(vαbαβ + vn,β)n⊗ aβ , (4)

and the surface divergence of velocity vector is based on the
contraction C1,2:

divsvs =C1,2gradsvs=(vα|β−vnbαβ)aαβ

= vα|α − vnbαα = divs
(
vs‖

)
− vnIb. (5)

where the invariants of the second fundamental form of the cur-
vature diade are: Ib = trIIs = bαα = b11 + b22 =

(
1
r1

+ 1
r2

)
,

IIb = detIIs = det (bαβ) and C1,2 denotes contraction of first
and second base. In analogy to the three-dimensional case, the
rate of surface deformation is defined as a symmetric part of the
surface gradient of velocity:

ds =
1

2

(
gradsvs + gradTs vs

)
=

[
1

2

(
vα|β + vβ|α

)
− vnbαβ

]
aα ⊗ aβ

+
1

2
(vαbαβ + vn,β)

(
n⊗ aβ + aβ ⊗ n

)
. (6)

The first invariant of ds is in analogy to 3D:

Ids = trds =C1,2ds=vα|α−vnIb . (7)

Similarly, the surface gradient of the flux of momentum is:

gradsps = ps ⊗ (∇γaγ) = pαβ |γaα ⊗ aβ ⊗ aγ

+pαβbαγn⊗ aβ ⊗ aγ + pαβbβγaα ⊗ n⊗ aγ

+pnα|γ (n⊗ aα ⊗ aγ + aα ⊗ n⊗ aγ)

+
(
2pnαbαγ + pnn|γ

)
n⊗ n⊗ aγ

−pnαbεγ (aε ⊗ aα ⊗ aγ + aα ⊗ aε ⊗ aγ)
−pnnbεγ (aε ⊗ n⊗ aγ + n⊗ aε ⊗ aγ) , (8)

and its divergence:

divsps =C2,3gradsps
=

(
pαβ |β − pnβbαβ − Ibpαn

)
aα

+
(
pαβbαβ + pnα|α − Ibpnn

)
n. (9)

where C2,3 means scalar multiplication second & third vector of
base (operation of contraction C2,3).

MOMENTUM BALANCES WITHIN A CONTACT THIN
LAYER

The local form of the momentum balance can be finally writ-
ten as2 [2]:

∂t (ρv) + div (ρv⊗ v + p) = ρb for A∪B , (10)

∂t (ρsvs) + divs
(
ρsvs ⊗ vs‖

)
−wnIbρsvs + divsps

+∂n (psn) + [pAnA + pBnB + fSA + fSB ] = ρsbs
+ṁA (vA − vs) + ṁB (vB − vs) on M. (11)

Repeating now the reasoning of d’Alembert and Euler, we can
define a surface d’Alembert-Euler acceleration vector to be:

as =
ds
dt

vs = ∂tvs + (gradsvs)vs‖ . (12)

Employing the surface identity, instead of divergence of the
convective flux of surface momentum we obtain:

ρsas = ∂t (ρsvs) + divs
(
ρsvs ⊗ vs‖

)
(13)

The fluid-solid contact layer in generalized form is descri-
bied now by the layer balances of mass and momentum. These
are two additional nonlinear differential equations for two addi-
tional fields of unknowns, i.e. the surface mass density ρs and
the layer slip velocity vs. These equations are both geometri-
cally and physically nonlinear, and should be solved using any
discretization method (FEM, FVM), under assumption that the
surface M possesses an independent from the bulk space dis-
cretization. In the case whenM− is a fixed solid surface, the
geometrical velocity w = 0, and then discretization mesh could
be fixed in the marching time of numerical solution. Apparently,
if w 6= 0, then a moving, self deforming mesh should be re-
solved together with surface mass and surface momentum equa-
tions, and the appropriate set of equations for bulk. There are

2An example how to define pBfor the deformable wall is given in the paper
by dell’Isola et al. [8], eq.(40)
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different cases of using the Navier-Stokes layer balances in the
literature. For instance, when A and B are ideal, non-viscous
Euler fluids, and the surface density is equal to zero ρs = 0, and
the layer momentum flux is omitted ps = 0, then the surface
mass and momentum equations reduce to the generalized form
of the Rankine-Hugoniot jump conditions:

{
ṁA = ṁB

ṁAvA + pAnA = ṁBvB + pBnB
, (14)

where pA, pB are thermodynamic pressure in the Euler fluids
A and B, respectively. If, additionally w = 0, and there is
an additional contribution to the surface diade ps = γIs, then
the layer momentum balance leads to the generalized Young-
Laplace equation:

divs (γIs) + pAnA + pBnB

=

[
γ

(
1

r1
+

1

r2

)
+ pA − pB

]
n = 0 . (15)

If an interfacial density is omitted i.e. ρs = 0, the difference be-
tween the external friction forces fSA and fSB simply vanishes
then, and a single layer friction force exists:

fAB = fSA + fSB = ν (vA − vB) , (16)

where ν is an external viscosity coefficient. It is an exact form
of an external friction force proposed by Navier (vB = 0) and
Stokes (vB = vwall). Assuming, that the continuum A is an in-
compressible viscous fluid: pA = pI− 2µd, and the continuum
B is a rigid, fixed solid body: pB = 0, vB = 0, we obtain the
Navier slip boundary condition:

fAB + pAnA = νvA + (pI− 2µd)n = 0 on M , (17)

where vs = vA|M is identified with the slip velocity.
Let note that the layer flux of momentum is responsible for re-
coverable and viscous transport: ps = ps(c) + ps(ν). The first
most important part of the elastic recoverable diade p(c)

s , that is
known as the capillarity diade, can be described by the surface
tension γ. This quantity was introduced to the process of math-
ematical modeling by Young, Laplace and Poisson. The second
contribution comes from the recoverable stresses called the sur-
face bending C1, C2, introduced by Gibbs. There is also a layer
,,normal pressure” $, introduced by Stokes. These altogether
lead to the following definition of the capillarity diade:

ps
(c) = $n⊗ n + γIs +CIIs, ∂n (psn) = $n , (18)

where 2C = C1 +C2, and divsps(c) = γIbn +C
(
I2b − 2IIb

)
n.

A quite general form of the capillarity diade has been proposed
recently [1] as:

ps
(c) = γ0 − IIsγ1 + n⊗ Isdivs (γ1 − IIsγ2) , (19)

where the surface capillary measures can be defined to be spher-
ical:

γ0 = γIs, γ1 = CIIs, γ2 =KIIIs . (20)

These capillary measures are expressed in terms of the first, sec-
ond and third fundamental surface forms, and γ, C, K are the
surface tension, bending and torque, respectively.

The viscous properties of the Navier-Stokes layer depend on
the so-called ,,apparent viscosity” which, in general, possesses a
transversal anisotropy, [11]. One can define the viscous surface
stresses by using the surface diade of the rate of deformation
and a normal change vn,n:

ps
(ν) = λ′ (trds) Is + λ′′vn,nn⊗ n

+2µ′IsdsIs + 2µ′′ (ds − IsdsIs) . (21)

This diade does not undergo the classical 3D de Saint-Venant
condition, saying that the viscous stresses must be traceless. For
a special case when λ′′ = µ′′ = 0, this constitutive relation was
proposed by B.M.J. Boussinesq (1913), [4; 19]:

ps
(ν) = (λ′ − µ′) (trds) Is + 2µ′IsdsIs . (22)

The formula for surface viscosity coefficients λ′, µ′ needs ex-
tended investigations.

SURFACE FRICTION VIS IMPRESSA CLASSIFICA-
TION

Let us consider now a more consistent velocity slip boundary
conditions that should be consistent with the Newton postulate
stating, that a friction phenomenon depends on three compo-
nents: the pressure dependent part, the relative velocity part,
and the square velocity dependent part. Let the Newton postu-
late be true for a fluid in the bulk as well as for the thin layer
on a boundary surface realizing a contact with a solid surface.
Then taking into account, we have more consistent definition of
the surface friction force:

ffAB = fSS′N
v− vwall
|v− vwall|

+ ν (v− vwall)

+fκ (v− vwall)
2 v− vwall
|v− vwall|

. (23)

where fSS′ , ν, fκ are cohesive, external friction and kinematic
friction coefficients and N = n · (pA − pB)n is contact normal
force. Some consistencies of this condition can be simply
recognized if we compare the internal and external coefficients
that appear in the model. This consistency can even be extended
on reversible properties of the model i.e. the internal (Euler)
and the external (Stokes) pressures p and $, respectively. In
the Table1 the comparison of these properties is shown .

The better consistency of the above model results from the
fact that it needs three coefficients of internal friction (kvis, µ1,
µ2) and three coefficients of external friction (fSS′ , ν, fk), re-
spectively. Therefore, we can define a ratio between the internal
and external friction by a dimensionless coefficient λvis, and
two lengths of velocity slip: l1ν and l2ν (see: table 1). Having
a measure of internal properties of friction, one can connect the
external properties of friction at the fluid-solid contact layer by
appropriate closures written for λvis , l1ν and l2ν , respectively.
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Table 1. Comparison of a concise model of internal and external friction, according to Newton’s postulate. The model (†) of a viscous bulk pressure
has been proposed by Natanson [15].

Internal (bulk) External (boundary) Characteristic ratio

Elastic pressure p [Nm−2] $ [Nm−2] λpress = p/$

frictional pressure pvis = kvisJ
† [Pa] fSS′ λvis = kvis/fSS′N

linear slip velocity µ1 [Nsm−2] ν [Nsm−3] l1ν = µ1/ν

square slip velocity µ2 [Ns2m−2] fk [Ns2m−3] l2ν = µ2/fk

SURFACE MOBILITY VIS IMPRESSA CLASSIFICA-
TION

Here, we must note that the previous literature statements of
the phenomena of surface mobility, called transpiration, should
be taken into account to the proper definition of surface fric-
tion. Yet another mobility force, other than the difference of
pressure or temperature, was discovered by Graham in 1849.
He found a new kind of transpiration called ,,atomisis”[18; 14].
This phenomena is nowadays called ,,diffusional transpiration”
or ,,diffusionphoresis”. It is quite different kind of flow than the
classical transpiration flow induced by difference of the normal
surface pressures, i.e. ,,pressure transpiration”. The diffusion
transpiration deals with a flow of gas mixture by a long capil-
lary pipe, where there is another interaction of every mixture
component with a surface. It leads to the mixture separation.
In this case the most important is a coefficient of diffusion mo-
bility cvN . Another type of induced motion is due to the differ-
ence of an electric potential φ on a surface. This phenomenon is
called ,,electrophoresis” and is governed by an electro-mobility
coefficient3 cvφ. Other mobility mechanism is connected with
the phase transition change, [2] and the surface gradient of the
phase order parameter x.

Let us note that these all types of mobility, i.e., pressure, ther-
mal, diffusional, phase, and electrical define only an external
mobility force in the fluid-solid contact layer. This force, par-
tially given by Reynolds [18] and Maxwell [14], can be gener-
alized to:

fmAB = −cv$grads$− cvθgradsθ
−cvNgradsN − cvφgradsφ− cvxgradsx , (24)

where cvθ - the thermo-mobility coefficient, cvN - the
concentration-mobility coefficient, cvφ - electro-mobility coef-
ficient, cv$ - the pressure-mobility coefficient, cvx - the phase
mobility coefficient.

In a special case, when gas is at rest, we can observe a motion
of the particle induced by different surface vis impressa. This
kind of motion is called in the literature the ,,phoretic motion”
[5]. In general, any nano-particle immersed in the fluid may
undergo simultaneously five types of motions which are shown
in Table 24.

3Electrophoresis was discovered by von Smoluchowski in 1916 [22]. See
also: H.J. Keh, J.L. Anderson, Boundary effects on electrophoretic motion of
colloidal sphere, J. Fluid Mech. 153,417-439(1985)

4These phenomena must be distinguished from the motion-less phenomena
like: ,,temperature jump”, ,,concentration jump”, ,,potential jump” related with
the external heat conductivity, external mass diffusivity, and external electric

Table 2. Five kinds of motions connected with the surface mobility of
a particle immersed in a fluid at rest. Here: cvθ - the thermo-mobility
coefficient, cvN - the concentration-mobility coefficient, cvφ - electro-
mobility coefficient, cv$ - the pressure-mobility coefficient, cvx - the
phase mobility coefficient.

Phenomena Corresponding velocity Driving potential

thermophoresis vwall = cvθgradsθ temperature θ

diffusionphoresis vwall = cvNgradsN concentration N

electrophoresis vwall = cvφgradsφ electric potential φ

pressurephoresis vwall = cv$grads$ pressure $

phasephoresis vwall = cvxgradsx order parameter x

COMBINED SURFACE FRICTION AND MOBILITY

Let postulate surface vis impressa to be:

fAB = ν (v− vwall − cvθgradsθ) . (25)

The thermo-mobility coefficient cvθ should be formulated,
according to Maxwell’s slip formula [14], as a coefficient that
is not dependent on the property of the solid surface:

cvθ =
3

4

µ

ρθ
. (26)

Equation (25) is called the ,,Maxwell slip boundary layer”. Let
us note that in this equation very particular role plays the gradi-
ent of temperature θ. It is a completely external surface effect
which is not connected with any form of stress tensor. It means
that the motion of the gas close to a solid surface, in general is
governed by two kinds of forces. The first is a mechanical one,
which is connected with the external viscosity, and the second
one is a temperature gradient which drives of gas particle close
to the surface from colder to hotter part. Therefore the coeffi-
cient of thermal mobility cvθ is independent from mechanical
layer properties and should be experimentally verified5.

Finally, let us recall Maxwell solution for a flow of a gas in
a long capillary tube having inner radius a, which occurs under

conductivity coefficients, respectively. Recently the phenomenon of jump con-
centration of salt in a gel mixture has been discovered by [12].

5There are numerous modern papers that mention about the proper exper-
iments. The impressive electrokinetic properties predicted for a carbon nano-
tube channels have not yet been measured in careful experiments, [10].
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two kind of driving forces. These forces are a bulk pressure
transpiration due to difference of pressure at the ends of the
tube, and the surface thermal transpiration due to difference of
temperature at the same ends of the tube. Since the gas is flow-
ing from higher to lower pressure and, simultaneously, from the
colder to the hotter end, then these effects can be summarized.
In a particular case, where the driving forces are opposite and
equal themselves, there is no net outflow of gas from the cap-
illary. Then an enhancement of mass flux due to the Maxwell
slip is6:

QMaxwell

QPoiseuille
=

(
1 + 4

ls
a

)
− 8

π
cvθ

µ

ρa4
dθ

dz

(
dp

dz

)−1
. (27)

This enhancement is essential only if the inner radius a is small
in comparison with the slip length ls and thermal mobility cvθ
is small. Thermal contribution to the slip is important when the
gas is rarefied. Both driving forces (per unit of length of the
pipe): dp and dθ, can be in opposition. In a particular case there
is no flow in the pipe Q = 0. Then we have7:

dp

dθ
= 6

µ2

ρθ

1

a2 + 4lsa
. (28)

For given temperature difference dθ = 100 K, under the pres-
sure of 40 mm of mercury, and assuming ls = 0.00016 cm, this
formula leads to the resulting pressure at the hot end which ex-
ceed that at the cold end by about 1.2 millionth of the atmo-
sphere. Modern numerical techniques allowed us to reconstruct
this experiment by means of Finite Volume Method. Obtained
results are however slightly different - see Fig. 2, b) for which
ṁ = 0.

CONCLUSION

In the paper the applications of the extended solid-fluid
contact equations, including the different surface mobility
mechanisms are presented in order to explain the enhanced
flow in micro-channels.
Boundary force is a sum of friction and mobility force: f∂V =
v (v− vwall) + (−cs,ωgrads$− cs,θgradsθ− cs,cgradsc)
where cs,ω - pressure transpiration; cs,θ - thermal transpiration;
cs,c - concentration transpiration.
Generalization of the fluid-solid contact boundary slip layer,
formulated in the present paper, supplements the original
Navier-Stokes model by additional surface quantities like the
surface mass and the surface momentum flux. In the present
case the slip velocity vs is determined from the solution of the
complete balance of momentum (11) written within the layer.
Since the stress tensors pA, pB are determined in the bulk and
cannot be arbitrarily changed at the boundary, such an approach
leads to the separation for those constitutive relations which

6Another objective for analytical study lies in exploring the underlying
physics of the so called Knudsen paradox. Explanations of this paradox can-
not be given by model of Navier slip layer, and needs more advanced method
of modeling, [1; 13]. Let recall, that the Knudsen paradox relates to the pres-
ence of a minimum of mass flow rate in a function of the Knudsen number.
Thus, the exploration of Knudsen paradox and its full understanding also re-
quire a considerations on the limit of continuum approaches. It is fact, that
the Knudsen-Gaede flow should be a fundamental benchmark for nano-flows of
rarefied gases like the Pouiselle or Couette flow at macro-scale.

7See: ([14],Appendix,eq.(81))

Figure 2. The calculated mass flow rate and relevant velocity profiles
in the Maxwell capillary tube for given constant temperature difference
dθ = 100 K, and for different dp : a) 0 Pa, b) 1.1 Pa and c) 10 Pa. The
case a) describes pure thermal transpiration (no pressure driven flow),
where slip velocity vs = 0.0077m/s drives the bulk flow of a gas.

can be imposed to fulfill the surface balance of momentum.
There is still an open place for the modeling of the surface
momentum diade ps and the surface friction force fAB , where
indeed a second gradient of surface velocity can be postulated.
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dynamic balance laws for bidimensional nonmaterial di-
rected continua modelling interphase layers. Arch. Mech.,
45:333 – 359, 1993.

[8] F. dell’Isola, A. Madeo, and P. Seppecher. Boundary con-
ditions at fluid-permeable interfaces in porous media: A
variational approach. Int. J. Solid Structures, 46:3150 –
3164, 2009.

[9] E. Fried and M.E. Gurtin. Tractions, balances and bound-
ary conditions for nonsimple materials with application to
liquid flow at small-length scales. Arch. Ration. Mech.
Anal., 182(3):513 – 554, 2005.

[10] H. Gardeniers and A. Van den Berg. Micro- and nanoflu-
idic devices for environmental and biomedical applica-
tions. Int. J. Environ. Anal. Chem., 84:809 – 819, 2004.

[11] F.C. Goodrich. Surface viscosity as a capillary excess
transport property. In F.C. Goodrich and A.I. Rusanov,
editors, The Modern Theory of Capillarity, pages 19 – 34.
Akademie-Verlag, 1981.

[12] M. Kaczmarek and K. Kazimierska-Drobny. Simulation
of reactive materials in column and reservoir test. Sensi-
tivity analysis of a linear coupled model. Computers and
Geotechnics, 34(4):247 – 253, 2007.

[13] M. Knudsen. Eine Revision der Gleichgewichtsbedingung
der Gase. Thermische Molekularströmung. Ann. Phys.,
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[16] H. Petryk and Z. Mróz. Time derivatives of integrals and
functionals defined on varying volume and surface do-
main. Arch. Mech., 38:694 – 724, 1986.

[17] W. Pietraszkiewicz. Introduction to the non-linear theory
of shells. Ruhr-Univ. Inst. f. Mech. Mitt, Nr 10, 1977.

[18] O. Reynolds. On certain dimensional properties of mat-
ter in the gaseous state. Phil. Trans. Royal Soc. London,
170:727 – 845, 1879.

[19] L.E. Scriven. On the dynamics of phase growth. Chem.
Eng. Sci., 10(1-2):1 – 13, 1959.

[20] L.E. Scriven. Dynamics of fluid interfaces. Chem. Eng.
Sci., 12(2):98 – 108, 1960.

[21] H. Stumpf and J. Badur. On objective surface rate. Quart.
Appl. Math., 51:161 – 181, 1993.

[22] M. von Smoluchowski. Drei Vorträge über Diffusion,
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